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Abstract—This paper is concerned with a new multirate state estimator for the seeking control of hard disk drives (HDDs), which has a proportional, integral, and discontinuous error feedback structure to improve robustness. Conventional linear state estimators do not have sufficient accuracy under the existence of external disturbances and model uncertainty. With our proposed estimator, output-tracking performance can achieve improved robustness. Integral and discontinuous actions are introduced to alleviate the estimation error caused by disturbances and model uncertainty, while the multirate technique is used to obtain a smoother control input and higher bandwidth. Integral action and the multirate technique also alleviate the chattering caused by the discontinuous control action. Simulations and experiments have been carried out to validate our proposed multirate state estimator. Finally, an experimental implementation of proposed seeking control for single-stage and dual-stage actuated hard disk drives is demonstrated.
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I. INTRODUCTION

Many algorithms have been exploited so far for head positioning control of hard disk drives (HDDs), in order to meet the tracking requirements that are necessary to achieve increasing track densities. Among them, the multirate technique is widely used, by which we mean that, if the measurement sampling frequency is limited due to some physical condition, then, by taking a higher control input update frequency, we can achieve a smoother control input and wider control bandwidth.

Multirate control has been developed since around the late 1950s, and an early attempt for application to HDDs can be found in [1]. This idea was attractive because of its simplicity, and was extended in [2] to have a smoother intersample estimation even under the existence of external disturbances and model uncertainty. However, as we will describe in the following section, the robustness was still a key concern. More recently, multirate $H_{\infty}$ control design methodology for HDDs [3]–[6] has been greatly discussed to consider the robustness efficiently. In these papers, the robustness is to passively guarantee the stability in the presence of plant uncertainty, and are mostly applicable to track-following control as intended, but are not for seeking control that requires a more active approach to have the robustness.

One way to acquire such an active robustness is to apply an adaptive controller. In [8], an adaptive acceleration feedforward signal was introduced to minimize the velocity error caused by disturbances and plant parameter uncertainty during the seek. It presented actual experimental results that validate their method. These schemes usually take a certain time for adaptation to take place, so it can be said that they are primarily useful for long seeks but not for short seeks. In [7], a new way of designing a multirate feedforward seeking controller was proposed to provide perfect tracking, but little discussion was made regarding its robustness.

Another possible alternative to achieve such an active robustness is to introduce a discontinuous control action, such as sliding mode control (SMC) [9]. Several authors have tried to apply the SMC to HDDs in an attempt to alleviate the overshoot for seeking control [10]–[12], but few contributions can be found discussing its robustness. In addition, it should be pointed out that the robustness of standard SMC can only be obtained if all the states are measurable. So, if this is not the case, some modification to the estimator should be made. For this reason, the contributions so far regarding the application of SMC to HDDs are not satisfactory.

In this paper, focusing how to obtain such a robustness on an estimator design, we propose a new variable structure multirate state estimator which is based on the sliding mode observer [13] and the multirate state estimator [2]. The observer in [13] has an active robustness against parameter uncertainty, which also reduces the problem of excitation of unmodeled dynamics (spill-over problem) because there is no unmodeled dynamics in the estimator loop. The multirate estimator technique in [2] smoothes the discontinuous action and yields a smooth intersample estimation. In addition, we introduce an integral action [16], [17] to the estimation error feedback structure in order to reduce the upper bound of the uncertainty that is used to design the discontinuous action.

Our strategy toward the robust seeking control for HDDs is to improve the estimation accuracy using this proposed estimator. We will use a linear regulator in conjunction with the proposed estimator, and it achieves better robustness against uncertainty compared with a standard linear HDD seeking controller. The reason why we will not consider a discontinuous action in the regulator design is that it is not desirable to introduce a discontinuous action into the control loop since it tends to excite some unmodeled dynamics and to cause some residual vibration.
In the following section, we will first review the conventional multirate estimator [2], and discuss the way of introducing the integral action. In Section III, we will introduce the variable structure to the estimator and discuss stability. In Section IV, we will concentrate on the closed-loop analysis including regulator design. In Sections V and VI, we will demonstrate how to design the proposed controller and show the simulation as well as experimental results for single and dual-stage actuated HDDs.

Throughout this paper, \(\rho(\cdot), \lambda(\cdot), \sigma(\cdot), \mathcal{R}(\cdot), \) and \(\|\cdot\|\), respectively, denote the spectral radius, the eigenvalue, the singular value, range space, and Euclidian norm for vectors and spectral norm for matrices. For other notations, we will use standard mathematical expressions. Regarding the controlled plant, we considered the following multi-input–multi-output (MIMO) system so that results can be used for other applications

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + w_c(x,u,t) \\
y(t) &= Cx(t)
\end{align*}
\]

where \(x \in \mathbb{R}^n, y \in \mathbb{R}^p, \mathcal{R} \in \mathbb{R}^{m 	imes n}, A \in \mathbb{R}^{n 	imes n}, B \in \mathbb{R}^{n 	imes m}, C \in \mathbb{R}^{p 	imes n}. \) We assume that the pair \((A,B)\) is controllable, the pair \((A,C)\) is observable, and \(B,C\) are both full rank. The function \(w_c: \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}_+ \mapsto \mathbb{R}^p\) represents any uncertainty. Furthermore, we assume a zero-order hold as the hold function and ignore time delay for simplicity. Then, the equivalent multirate system can be written as follows:

\[
\begin{align*}
\dot{x}(k,i+1) &= \Phi_m x(k,i) + \Gamma_m u(k,i) \\
y(k,i) &= C x(k,i)
\end{align*}
\]

where \(\Phi_m \in \mathbb{R}^{m \times n}\) and \(\Gamma_m \in \mathbb{R}^{m \times m}\) can be written as

\[
\Phi_m = e^{AT_m}, \Gamma_m = \int_0^{T_m} e^{AB} dB
\]

where \(T_m\) is a control update period, which is described as \(T_m = k_T r / T_s\), being the measurement sampling period, and \(r\) being the sampling ratio. The pair \((k,i)\) denotes the time \(t = kT_s + i\Delta T_m, i = 0,1,\ldots, r-1\). The function \(w: \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{N} \mapsto \mathbb{R}^p\) represents any uncertainty that comprises an average behavior and a fluctuating behavior, each of which is, respectively, within the range space of some full rank matrices, \(\Theta_B \in \mathbb{R}^{n \times q}\) and \(\Theta_D \in \mathbb{R}^{n \times d}\). Thus, \(w\) can be described as follows:

\[
w(x,u,k) = \Theta_B h + \Theta_D \delta h(x,u,k)
\]

where \(h \in \mathbb{R}^l\) and \(\delta h \in \mathbb{R}^d\) are, respectively, the average and fluctuating behaviors of the uncertainty, and we assume \(q \leq p\) and \(d \leq p\). Also, the upper bound of \(\delta h\) is assumed to be known as follows:

\[
\|\delta h(x,u,k)\| < h^+(x,u,k)
\]

where \(h^+: \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{N} \mapsto \mathbb{R}_+\) is a known scalar function.

II. MULTIRATE STATE ESTIMATOR WITH I-ACTION

In this section, as preparation for the introduction of discontinuous action, integral action is introduced into a conventional multirate state estimator so as to alleviate the detrimental effect of average behavior \(h\) of the uncertainty \(w\) in (1.3). If \(h\) can be alleviated by this I-action, it is clear that the only term that has to be dealt with by the discontinuous action becomes \(\delta h\) in (1.3). Thus, this leads to a significant reduction in the amount of the discontinuous feedback term that must be employed and to a reduction in the chattering problem. First, let us review the formulation of a conventional state estimator that has only a proportional feedback structure, which can be described as follows:

\[
\begin{align*}
\hat{x}(k,i+1) &= \Phi_m x(k,i) + \Gamma_m u(k,i) \\
\hat{y}(k,i) &= \hat{x}(k,i) + L_i y(k,0) - C \hat{x}(k,0)
\end{align*}
\]

\[
\begin{align*}
\tilde{e}(k,i) &= x(k,i) - \hat{x}(k,i) \\
\tilde{y}(k,i) &= x(k,i) - \hat{y}(k,i)
\end{align*}
\]

where \(\tilde{x}\) is a prediction estimation of \(x\), \(\hat{x}\) is a current estimation of \(x\), and \(\tilde{e}, \hat{e}\) are, respectively, the estimation error of \(\tilde{x}, \hat{x}\). \(L_i \in \mathbb{R}^{m \times p}\) is a state estimation gain for \(i\)th inter sample estimation.

From the previous equation, we obtain the state estimation error dynamics, from which we can understand how \(w\) detrimentally affects the estimation accuracy

\[
\tilde{x}(k,i+1) = \Phi_m \tilde{x}(k,i) + \Phi_m L_i C \tilde{x}(k,0) + w(x,u,k)
\]

Instead of using the previous conventional estimator, the following estimator with I-action is considered, in order to alleviate the detrimental effect of \(h\) in (1.3)

\[
\begin{align*}
\tilde{x}(k,i+1) &= \Phi_m \tilde{x}(k,i) + \Gamma_m u(k,i) \\
\tilde{y}(k,i) &= \tilde{x}(k,i) + L_i y(k,0) - C \tilde{x}(k,0) + \Theta_B \tilde{e}(k,0) \\
\tilde{e}(k,0) &= \tilde{x}(k,0) + K (y(k,0) - C \hat{x}(k,0))
\end{align*}
\]

where \(\tilde{x} \in \mathbb{R}^q\) and \(\tilde{e} \in \mathbb{R}^d\) are, respectively, a prediction and a current estimation of an integral state, \(K \in \mathbb{R}^{d \times q}\) is a corresponding integral feedback gain, and \(\Theta_B\) is a design matrix that has the same dimensions as \(\Theta_B\) in (1.3).

Let us first define the following variables for simplicity:

\[
\begin{align*}
\tilde{e}(0) &:= [\tilde{e}^T(k,0), \tilde{e}^T(k+1,0)]^T \\
\tilde{e}(i) &:= [\tilde{e}^T(k,0), \tilde{e}^T(k+1,0)]^T
\end{align*}
\]

\[
\Psi_{\text{obs}}(i) := \begin{bmatrix} M(i) & N(i) \\ KC & I \end{bmatrix}
\]

\[
M(i) := \Phi_m^i - \sum_{j=1}^i \Phi_m^j (I_d - \Theta_B K) C
\]

\[
N(i) := -\Phi_m^i Y(i) \Theta_B
\]

\[
Y(i) := \sum_{j=0}^{i-1} \Phi_m^j
\]

\[
\Phi_{\text{obs}}(i) := \Omega^{-1} \Psi_{\text{obs}}(i) \Omega
\]

\[
\Omega := \begin{bmatrix} X^{-1} & X^{-1} \Theta_B \\ O & I_q \end{bmatrix} \equiv \begin{bmatrix} X & -\Theta_B \\ O & I_q \end{bmatrix}^{-1}
\]

\[
X := (I_n - L_0 C - \Theta_B K_c)^{-1}
\]
where $\Phi_{\text{obst}} := \Phi_{\text{obst}}(r), \Phi_{\text{obst11}} := \Phi_{\text{obst11}}(r) \in \mathbb{R}^{m \times n}$, $\Phi_{\text{obst21}} := \Phi_{\text{obst21}}(r) \in \mathbb{R}^{m \times q}, \Psi_{\text{obst}} := \Psi_{\text{obst}}(r), M := M(r), N := N(r), \text{ and } Y := Y(r)$.

For the design of linear gain matrices $(K_i, L_i)$ in (2.1), we can use either dynamics of current or prediction estimation using the following result.

**Lemma 1**: The dynamics of the current estimation error and that of prediction estimation error for the estimator of the form in (2.1) are equivalent for the nominal linear system. In addition, the average behavior of uncertainty in $w$ in (1.3) can be cancelled out if $\Theta_b = \Phi_{\text{m1}}^{-1} \Theta_B$.

**Proof**: See the Appendix.

Thus, we can invoke some conventional direct pole placement techniques since the dynamics of prediction estimation can be expressed as follows, decoupling these estimation gain matrices

$$
\bar{e}_z(k+1) = \begin{bmatrix} \Phi_{\text{m1}} & N \\ 0 & I \end{bmatrix} \begin{bmatrix} \bar{e}_z(k) \\ e_z(k) \end{bmatrix} - \begin{bmatrix} \sum_{j=1}^{r} \Phi_{\text{m1}}(L_{i-j} + \Theta_b K) \\ -K \end{bmatrix} [C \ O] \bar{e}_z(k).
$$

(2.3)

It should be noted that we have to consider the following result for the feasibility of the pole placement.

**Lemma 2**: There always exists an estimator of the form in (2.1) that provides asymptotic error decay in the presence of the average behavior of the uncertainty, if and only if there is no invariant zero in the triple $(\Phi_{\text{m1}}^*, N_1, C)$ at $z = 1$, and $q \leq p$.

**Proof**: See the Appendix.

As shown in [2], we may use the same proportional estimator gain for all $L_i$s, which can be calculated by using a single-rate estimator gain $L_{\text{sr}} \in \mathbb{R}^{n \times p}$ as follows:

$$
L_{\text{sr}} = L_0 = L_1 = \cdots = L_{r-1} + \Theta_b K
$$

(3.1)

In this case, the integral gain $K$ for both multi- and single-rate are the same. Note that it does not necessarily mean that this is the best way of selecting multirate estimator gains.

### III. DISCONTINUOUS FEEDBACK

In this section, discontinuous action is introduced into the estimator described in the previous section so as to alleviate the detrimental effect of the term $h_i$ in (1.3). The proposed estimator can be obtained by adding the discontinuous term to (2.1) as follows:

$$
\begin{align*}
\dot{x}_i(k) &= \bar{x}_i(k) + L_i \{ y_i(k, 0) - C\bar{x}_i(k, 0) \} \\
&\quad + \Theta_b \delta_i(k, 0) - \Theta_{PZ}(k, 0) \\
\dot{\delta}_i(k, 0) &= \bar{x}_i(k, 0) + K_i \{ y_i(k, 0) - C\bar{x}_i(k, 0) \}
\end{align*}
$$

(3.2)

$$
\nu_i(k, 0) = \begin{cases}
\kappa_i(k, z, w) & \text{if } DC_z \delta_i(k, 0) \neq 0 \\
0 & \text{otherwise}
\end{cases}
$$

(3.3)

where $\kappa : N \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}_+$ is a positive scalar function that satisfies $\kappa \geq h_i$, which is a design parameter, and $C_z$ is defined as $[C \ O_{m \times q}] \in \mathbb{R}^{n \times (n+q)}$. Moreover, $D \in \mathbb{R}^{k \times p}$ is a constant matrix that must satisfy the following structural constraint:

$$
C_{\text{sr}}^T D_T = \Psi_{\text{en}}^T P_z \Theta_z
$$

(3.4)

where $\Theta_T := [C \Theta_D]^T, D$ is a positive definite matrix which is an unique solution to the following Lyapunov equation:

$$
\Psi_{\text{en}}^T \Theta_T P_z \Psi_{\text{en}} - P_z = -Q_z
$$

(3.5)

where $Q_z \in \mathbb{R}^{(n+q \times (n+q))}$ is a symmetric positive definite design matrix. The block diagram of this estimator is shown in Fig. 1. Note that the primary reason for introducing the $1$-action is to reduce the amount of discontinuous action. Apparently, this only works for the uncertain class given by $\{ w \in \mathbb{R}^n : w \in \mathcal{R}(\Theta_B) \cap \mathcal{R}(\Theta_D) \}$.
Let us first show the following result as a preparation for establishing the stability of the proposed estimator.

**Lemma 3:** There exist matrices $D$, $P_z$, and $Q_z$ that satisfy (3.3) and (3.4) only if $d \leq p$. And the fluctuation behavior $\delta h$ in (1.3) can be cancelled out if $\Theta_d = \Phi_m^{-1}\Theta_D$.

**Proof:** From (3.3), when $d > p$, the rank of left-hand side is $p$ while that of right-hand side is $d$, which means there is no positive definite solution to the Lyapunov equation, namely $P_z$ should be zero in this case. Furthermore, the dynamics of the proposed estimator is as follows:

$$
\bar{e}_z(k+1) = \Psi_{\text{obs}}\bar{e}_z(k) + Y\begin{bmatrix} u \\ O \end{bmatrix} + \Phi_m\Theta_d\begin{bmatrix} u \\ O \end{bmatrix}.
$$

(3.5)

From the second term on the right-hand side, the fluctuating behavior can be cancelled out if $\Theta_d = \Phi_m^{-1}\Theta_D$. Note that $\Phi_m$ is always nonsingular since $T_m$ is nonzero.

Then, we have the following result regarding the stability.

**Theorem 1:** Suppose that all the conditions in Lemma 1, 2, and 3 hold, and $L$ and $K$ are designed such that $\rho(\Psi_{\text{obs}}) < 1$. Then there always exists an ultimately bounded sliding mode estimator. And the estimation error can be confined within the following space using $e_{zu} := [\bar{e}^T ~ (\bar{z} - Y\Theta_B h)^T]^T$:

$$
\mathcal{E}_{wu} := \left\{ e_{zu} \in \mathbb{R}^{n+g} : ||e_{zu}|| < \frac{1}{2} \frac{\lambda_{\max}(\Theta_T P_z \Theta_z)}{\lambda_{\min}(Q_z)} \varepsilon \right\}.
$$

**Proof:** See the Appendix.

**Remark 1:** Next, let us discuss this error space. When the uncertainty is slowly varying, this error space becomes as follows (see the Appendix for details):

$$
\mathcal{E}_{wu} := \left\{ e_{zu} \in \mathbb{R}^{n+g} : ||e_{zu}|| < \frac{1}{2} \frac{\lambda_{\max}(\Theta_T P_z \Theta_z)}{\lambda_{\min}(Q_z)} \varepsilon \right\}.
$$

We can see that $\mathcal{E}_{wu}$ is larger than $\mathcal{E}_s$. The physical meaning of this is that, if the uncertainty is not slowly varying, the discontinuous term may worsen the estimation error since it takes place using the information for a previous sampling time, and the discontinuous action may not work as intended. This can be easily understood by thinking of a fast varying uncertainty whose frequency is almost the same as the Nyquist frequency. Thus, for practical design, we may apply a band-limit filter to $\varepsilon$ in (3.2), and also introduce a saturation function or other kind of function so as to alleviate the chattering. On the other hand, if no discontinuous action is applied to the estimator, the error space becomes as follows:

$$
\mathcal{E}_{ws} := \left\{ e_{zu} \in \mathbb{R}^{n+g} : ||e_{zu}|| < \frac{1}{2} \frac{\lambda_{\max}(\Theta_T P_z \Theta_z)}{\lambda_{\min}(Q_z)} \varepsilon \right\}.
$$

From the upper-bounds of both $\mathcal{E}_{wu}$ and $\mathcal{E}_{ws}$, we can obtain the condition such that $\mathcal{E}_{wu} \subset \mathcal{E}_{ws}$ as follows (see second paragraph of the Appendix for details):

$$
\lambda_{\min}(Q_z) < \left\{ \left\| \Psi_{\text{obs}}^{T} P_z \Theta_z \right\| ^{2} \right\} / \left\| \Theta_{\text{obs}}^{T} P_z \Theta_z \right\| .
$$

(3.6)

See Remark 3 regarding the practical design.

**Remark 2:** Moreover, as shown in [15, p. 136], “the sliding mode takes place in the error space given by $\{\bar{e}_z \in \mathbb{R}^{n+d} : DC_z \bar{e}_z = 0\}$. This does not imply $C_z \bar{e}_z = 0$ since the null space of $D$ is nonempty and, therefore, the observer does not necessarily track the system outputs perfectly,” since we have assumed $d \leq p$. However, $C_z \bar{e}_z$ does not necessarily have to be zero by the discontinuous action since the error is bounded, as can be seen in Theorem 1. Furthermore, for a single output application, it is obvious from (3.2) that we can set $D = 1$ without loss of generality since $p = 1$ implies $d = 1$ and it follows $D \in \mathbb{R}$. In this case, the sliding mode always takes place on the error space given by $\{\bar{e}_z \in \mathbb{R}^{n+1} : C_z \bar{e}_z = 0\}$.

**Remark 3:** It should also be pointed out that the solution to the structural constraint with respect to $D$ is not easily solved, especially for a MIMO high-order system. The structural constraint for the discrete-time system shown in (3.3) is similar to those found in continuous-time variable structure realizations, which are discussed in [14] and [15]. However, each has its own difficulty as to the practical design. For example, [15] shows a way of using some coordinate transformation to represent the system in a canonical form in order to avoid this constraint problem. However, with this method, we cannot arbitrarily choose all the poles in the linear part of the estimator. Thus, it is desirable to simultaneously obtain a solution to this structural constraint along with the associated Lyapunov equation. The solution to both of these problems can be posed as a solution to the following linear matrix inequality (LMI). Note that the condition (3.6) can also be posed as a solution to an LMI and we may solve it in conjunction with the following one for practical design.

**Lemma 4:** Suppose that the system matrix $\Psi_{\text{obs}}$ in (3.3) is designed such that it is nonsingular and $\rho(\Psi_{\text{obs}}) < 1$. Then the combination of structural constraint and Lyapunov equation can be represented as the following LMI:

$$
C_z \Lambda C_z + \Psi_{\text{obs}}^{T} \Theta^{T} \Theta^{T} \Psi_{\text{obs}}^{T} - \Psi_{\text{obs}}^{T} C_z \Psi_{\text{obs}}^{T} I - \Theta^{T} \Theta^{T} < 0
$$

(3.7)

where $\Theta^{T} \in \mathbb{R}^{n \times (n+q)}$, $\Lambda \in \mathbb{R}^{p \times p}$, and $\Psi_{\text{obs}}$ are, respectively, the left-orthogonal complement of $\Theta_d$, and some symmetric matrices. Moreover, we can straightforwardly design the best $D$ for the proposed estimator by solving it along with $P_z < \gamma I$ in the minimization problem.

**Proof:** See the Appendix.

**Remark 4:** It is of interest to discuss the dimensional restrictions that were imposed in Lemma 2 and 3. Although we never assumed that the uncertainty must satisfy the so-called matching condition, this dimensional restriction implies that the controller cannot deal with the uncertainty when $p < m$ because a matched uncertainty means $\Theta_B = \Theta_D = \Theta_m$, namely $q = d = m$, which apparently violates both Lemma 2 and Lemma 3.
However, this does not imply that our proposed method cannot deal with an application when \( p < m \), although we have to take case-by-case analysis for each considered application. An example will follow later for dual-stage actuated HDDs where usually \( p < m \). On the other hand, we can always deal with an output uncertainty as follows:

\[
\omega = \Theta_B h + \Theta_D \delta h = T_c^{-1} \begin{bmatrix} O \\ I_p \end{bmatrix} (h + \delta h), T_c := \begin{bmatrix} N_c \\ C \end{bmatrix}
\]

where \( T_c \) is some coordinate transformation matrix so that the output \( y \) appears in the state vector \( x \), and \( N_c \) is an orthogonal complement of output distribution matrix \( C \). Note that \( T_c \) is always invertible since \( C \) is full rank.

For single-stage actuated HDDs, it is straightforward to design the proposed estimator for any assumed uncertainty since it does not violate any of the dimensional constraints defined in this paper. For dual-stage actuated HDDs, it is not so straightforward to design the proposed estimator if we think of a matched uncertainty since in this case \( m = q = d = 2 > p = 1 \) as was mentioned earlier. However, in a practical design, we have to consider the facts that the motion range of a secondary or fine actuator [usually driven by a piezoelectric transducer (PZT)], which is mounted on the tip of a primary or coarse actuator [driven by a voice coil motor (VCM)], is physically limited, and the control bandwidth of the VCM is rather low compared with that of the PZT. This implies that the integral and discontinuous actions should not be feedback to the PZT and VCM, respectively. Thus, we should set \( \Theta_B = \Gamma_{m1} \) and \( \Theta_D = \Gamma_{m2} \), where \( \Gamma_{m1} \) and \( \Gamma_{m2} \) are the elements of \( \Gamma_m \) which, respectively, correspond to the control input of the VCM and PZT. And as we can see this arrangement does not violate any dimensional restriction.

### IV. Closed-Loop System Design

In this section, we will show how we design the closed-loop system for seeking control of HDDs. Our strategy to improve robustness is to improve the estimator’s accuracy using our proposed system and to combine it with a linear regulator. Here, although we may use a conventional regulator, we introduce an alternative way to design a linear regulator, of which the idea comes from a sliding mode regulator design technique. The resulting regulator is linear in spite of the name of the design methodology, however, it still achieves better robustness against uncertainty compared with a standard HDD seek design.

#### A. Regulator Design

In this subsection, we will derive a linear regulator and show a practical design method. All the discussion will be for a nominal linear system. Actual closed-loop analysis will be discussed in the following subsection. First, the discrete-time switching function, \( S(k, i) \in \mathbb{R}^m \), is defined with a reference input, \( x_r \in \mathbb{R}^m \), as follows:

\[
S(k, i) = G \{ x(k, i) + x_r(k, i) \} \quad (4.1)
\]

where \( G \in \mathbb{R}^{m \times n} \) is a sliding hyperplane matrix. Then, the following condition is considered:

\[
S(k + 1) = \alpha S(k) \quad (4.2)
\]

where \( \alpha = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_m) \), \( 0 \leq \alpha_1, \alpha_2, \ldots, \alpha_m < 1 \). In this case, \( G \) itself does not have dynamics, but \( S \) can be thought of as having a first-order dynamics without the need to introduce any additional state as proposed in [18]. Therefore, \( \alpha \) can be designed as follows:

\[
\alpha_j = \exp(-2\pi f_j T_m) \quad (4.3)
\]

where \( f_j \) denotes the cut-off frequency of \( j \)th element of switching function (or control input).

The equivalent control input can be obtained from (4.1), (4.3), and (1.1) as follows:

\[
u_{\text{eq}}(k, i) = K_{\text{eq}} \hat{x}(k, i) + x_{\text{ref}}(k, i)
\]

\[
x_{\text{ref}}(k, i) := -(G \Gamma_m)^{-1} \{ G x_r(k, i + 1) - \alpha G x_r(k, i) \}
\]

\[
K_{\text{eq}} := -(G \Gamma_m)^{-1} (G \Phi_m - \alpha G), \quad K_{\text{eq}} \in \mathbb{R}^{m \times n}. \quad (4.4)
\]

Note that \( \hat{x} \) is used in the previous equation. Moreover, \( x_{\text{ref}} \) can be thought of as a new reference trajectory.

Regarding the equivalent dynamics of a multirate system, substituting \( u \) in (1.1) in the expression in (4.4) as well as letting \( w \) of (1.1) and \( x_r \) of (4.4) be zero, we have the following equation:

\[
x(k + 1, 0) = \Phi_{\text{eq}} x(k, 0) - \sum_{j=0}^{r-1} \Phi_{\text{eq}}^{r-1-j} \Gamma_m K_{\text{eq}} \Phi_{\text{eq}1}(k, j)
\]

\[
\Phi_{\text{eq}} := (\Phi_m + \Gamma_m K_{\text{eq}}), \quad \Phi_{\text{eq}} \in \mathbb{R}^{m \times n}. \quad (4.5)
\]

By substituting the (4.5) for the linear part of (3.5), we have

\[
x(k + 1, 0) = \Phi_{\text{eq}}^r x(k, 0) - \sum_{j=0}^{r-1} \Phi_{\text{eq}}^{r-1-j} \Gamma_m K_{\text{eq}} \Phi_{\text{eq}1}(k, 0)
\]

\[
- \sum_{j=0}^{r-1} \Phi_{\text{eq}}^{r-1-j} \Gamma_m K_{\text{eq}} \Phi_{\text{eq}2}(j) z(k - 1, 0).
\]

(4.6)

Therefore, the overall combined dynamics of the linear part of (3.5) and (4.6) can be written as follows:

\[
\begin{bmatrix} \hat{e}_z(k + 1) \\ x(k + 1, 0) \end{bmatrix} = \begin{bmatrix} \Phi_{\text{obs}} & O \\ E & \Phi_{\text{eq}}^r \end{bmatrix} \begin{bmatrix} \hat{e}_z(k) \\ x(k, 0) \end{bmatrix}
\]

\[
E := -\sum_{j=0}^{r-1} \Phi_{\text{eq}}^{r-1-j} \Gamma_m K_{\text{eq}} \begin{bmatrix} \Phi_{\text{eq}1}(k, j) \\ \Phi_{\text{eq}2}(j) \end{bmatrix}^T \quad (4.7)
\]

This eigenstructure shows that \( G \) and \( L \) can be separately designed. Note that \( G \) can be designed such that \( GT^* \) is nonsingular...
without any serious difficulty since \( B \) is full rank by assumption. Then, let us show the following result for practical design of this linear regulator.

\textbf{Theorem 2:} Suppose that \( G \) is designed such that \( \rho(\Phi_m - \Gamma_m(G^Tm)^{-1}G\Phi_m) < 1 \). Then there always exists an asymptotically stable system for any choice of parameters \( 0 \leq \alpha_j < 1, \forall j : 1 \leq j \leq m \) such that \( \rho(\Phi_{eq}) < 1 \). In this case, \( G \) and \( \alpha \) can be designed separately.

\textbf{Proof:} See the Appendix.

The hyperplane matrix \( G \) can be thought of as a state feedback gain, and it can be determined in the \( H_2 \) sense in order to minimize the error from the ideal sliding hyperplane by solving a discrete algebraic Riccati equation [19]

\[
\Phi_e^T P \Phi_e - P - \Phi_e^T P \Gamma_m^T \left( \Gamma_m P \Gamma_m^T \right)^{-1} \Gamma_m^T P \Phi_e + W = 0
\]

\[ G = \Gamma_m^T P \]

(4.8)

where \( P \) is the unique solution of (4.8), \( W \) is the weighting, and \( \Phi_e \) is a modified system matrix [20] with stability margin \( \varepsilon \) defined as follows:

\[
\Phi_e := \Phi_m + \varepsilon I, \quad 0 \leq \varepsilon < 1.
\]

(4.9)

With this modified system matrix associated with \( \varepsilon \), we can design \( G \) such that the spectral radius of the closed-loop system other than \( \alpha \) be less than \( 1 - \varepsilon \). This implies that the cut-off frequency of associated modes can be described with \( \varepsilon \) as follows:

\[
f_{co} \geq \frac{\log_2(1 - \varepsilon)}{2\pi T_m}.
\]

(4.10)

\textbf{B. Closed-Loop Analysis}

The complete closed-loop system dynamics including uncertainty and discontinuous action is as follows, which can be obtained in the similar manner to (4.7)

\[
\begin{bmatrix}
\dot{\ell}_e(k + 1) \\
\ell_e(k + 1, 0)
\end{bmatrix} = \begin{bmatrix}
\Phi_{obs} & O \\
E & \Phi_{eq}^T
\end{bmatrix}
\begin{bmatrix}
\ell_e(k) \\
x_r(k, 0)
\end{bmatrix} + \begin{bmatrix}
YH \\
F_w - F \left[ \Gamma_m \Phi_{eq}^T \right] 
\end{bmatrix} x_{\text{ref}}
\]

\[
F := f(j) \leftarrow \sum_{j=0}^{r-1} \Phi_{eq}^{i-1-j} f(j)
\]

\[
H := \left\{ \begin{bmatrix} w \\ O \end{bmatrix} + \Phi_m \Theta_d \begin{bmatrix} \nu \\ O \end{bmatrix} \right\}
\]

(4.11)

where \( x_{\text{ref}} \) is defined in (4.4). The second term of right-hand side of the previous equation represents the uncertainty and discontinuous action, and \( H \) can be cancelled out as we have discussed in the previous section. Thus, the problem of using the linear regulator is that we have the residual term \( F_w \) in the lower half of it.

Now, let us introduce an additional control as follows:

\[
u(k) = u_{eq}(k, i) + u_{\text{act}}(k, i).
\]

Then, the only term that changes in (4.11) is the one discussed previously and it becomes as follows:

\[
\begin{bmatrix}
YH \\
F \Gamma_m \Phi_{eq}^T + F_w - F \left[ \Gamma_m \Phi_{eq}^T \right] Y
\end{bmatrix}.
\]

(4.12)

Since the integral and discontinuous state variables \( \xi \) and \( \nu \) are nothing but the estimations of average and fluctuating behaviors of uncertainty, respectively, \( F_w \) in (4.12) can be cancelled out by the selection of \( u_{\text{act}} = -\nu(k, 0) - \xi(k, 0) \) when the uncertainty satisfies the so-called matching condition, namely \( \Theta_B = \Theta_D = \Gamma_m \), and we have a robust closed-loop system. However, from a practical point of view, it is again not desirable for HDDs to introduce discontinuous feedback in the control loop. Thus, we chose the following control, where \( u_{eq} \) is defined in (4.4)

\[
u(k) = u_{eq}(k, i) - \xi(k, 0).
\]

By using this logic, at the cost of less robustness in the regulator loop, we get less spill-over or residual vibration problems. The overall proposed closed-loop system is depicted in Fig. 2.

\textbf{V. SEEK CONTROL FOR A SINGLE-STAGE HDD}

In order to validate our proposed estimator, we demonstrate its use in the design of a seek controller for a single-stage actuated HDD, which is driven by an actuator called a VCM, and compare it with a conventional controller, of which the only difference is if there is the integral and the discontinuous action in the estimator loop and all the other parameters are the same. In other words, \( \nu \) and \( \xi \) in (3.1) and (3.2) are both set to zero to represent the conventional controller. The control system configuration is exactly the same as appeared in Fig. 2. Note that the measurement can be obtained by the read/write head mounted on the tip of the actuator since the position data is embedded on the magnetic disk.

\textbf{A. Design Example for a Single-Stage HDD}

Here, we consider a matched uncertainty, so \( \Theta_B \) and \( \Theta_D \) are assumed to be \( \Gamma_m \). The design specifications and some of the identified parameters are shown in Table I. The experimental result of frequency response of VCM is shown in Fig. 3. Also shown in this figure is the frequency response of a mathematical model used in the simulation, whose parameters are identified by the experimental data. As a design model, we use a double integrator, and its multirate representation can be described as follows:

\[
\Phi_m = \begin{bmatrix} 1 & T_m \\ 0 & 1 \end{bmatrix}, \quad \Gamma_m = K_f \begin{bmatrix} T_m^2/2 \\ T_m \end{bmatrix}, \quad C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

For the estimator, the selection of proportional and integral gain are made so that they have characteristics of 3 kHz Butterworth and 100 Hz, respectively. The corresponding pole locations are \([0.2593 + 0.3192i, 0.2593 - 0.3192i, 0.9900] \). Utilizing Ackerman’s formula [21] for direct pole placement, from (2.3) we have the estimation gain of \( L_{\text{est}} \sim [3.5386 - 1 3.3564e3]^T \) and \( K \sim 6.0045e2 \). Regarding the regulator, \( f \) in (4.3), \( f_{co} \) in (4.10), and \( W \) in (4.8) are selected as 1 kHz, 1 kHz, and
diag(1, 1), respectively, and we have the sliding hyperplane matrix of $G = [2.79920e+4, 3.4652]$. To check the closed-loop characteristics for the linear part, the eigenvalues are calculated from (4.7), and we have $[0.959, 0.658, 0.584, 0.259 + 0.319i, 0.259 - 0.319i]$, which shows our desired characteristics.

Regarding the uncertainty, including nonlinearity, we consider the simple nonlinearity at control input, where the control input is equivalently to be $u_\epsilon = \text{sign}(u)\{K_yu(t) + K_o\}$. $u$ is an output of controller (command), $u_\epsilon$ is the actual control input, $K_y$ is the linear gain, $K_o$ is the offset. This can be thought of as a parameter uncertainty in the input distribution matrix $\Gamma_m$ and, thus, $u$ can be modeled as follows:

$$u(k, i) = \Gamma_m \{ (K_y - 1)u(k, i) + K_o \}.$$  

(5.1)

From the previous $u$, we can easily design the discontinuous component of (3.2) as follows:

$$v(k, 0) = -\{\max|K_y - 1|\max|u| + |K_o| \max|u| \} \frac{C_z \tau_e(k, 0)}{C_z \tau_e(k, 0) + \delta}.$$  

(5.2)

where $\delta$ is a design parameter for a saturation function that alleviates chattering.

B. Simulation Result for a Single-Stage HDD

Using the previous design results, we have conducted a series simulation studies. Here, we consider the parameter variation of $K_y \in [0.7, 1.3]$ and $K_o \in [-3, 3]$ (mA).

Regarding the simulation model, the controlled plant is implemented as a continuous-time system, while all the controller is as a discrete-time. Time delay is implemented by using the Padé approximation. A couple of resonant modes are compensated for by a series of second-order notch filters. A realistic disturbance is injected, which is estimated by performing an inverse FFT to a power spectrum that was obtained by measuring a power spectrum of actual position error signal (PES) and dividing it by the measured sensitivity function.

First, the control-loop frequency characteristics was checked for a nominal system. Since it is impossible to get a linearized model for a variable structure driven system, we decided to make a transfer function estimation, as follows. First, we injected some band limit white noise into the control input, then we stored the time-domain signals after and before that point. Then, by taking the cross spectrum over the power spectrum of the input signal, we can estimate the transfer function [22]. Fig. 4 shows the open-loop and closed-loop frequency characteristics as bold solid lines when we use a bandpass filter (BPF) as mentioned in Remark 1, for which we used a first-order lowpass filter whose cutoff frequency is $2$ kHz. We can see there is no noticeable chattering effect due to the variable structure controller. However, without BPF, chattering occurs and it deteriorates the stability. Note that the open-loop zero crossing frequency was around $1$ kHz.

Next, we conducted an output-tracking simulation study by using a sinusoidal reference input with a magnitude of one track and a frequency of $500$ Hz, namely $x_r = [\sin(2\pi \cdot 500t)0]^T$. Fig. 5 compares the results of our proposed controller against a conventional controller. The left three figures depict the references $x_r$, estimations $\hat{x}$, measurements $y$, and estimation errors $\tilde{e}$ for different simulation cases. The right three figures depict the corresponding current signals including command control inputs $u$ in (5.2) and actual control inputs $u_\epsilon$. As can be seen from these figures, with the conventional controller, if there is an uncertainty, estimation is deteriorated, which leads to an unsatisfactory output-tracking performance, as shown in the left middle figure. With our proposed controller, as shown in the left lower figure, the estimation error is almost the same as in the nominal case that is shown in the left upper figure. On the other
hand, as we can see from the corresponding current signal, no detrimental effect can be seen regarding chattering of the control action.

C. Experimental Result for a Single-Stage HDD

Next, we conducted some experiments using the previously mentioned design results on a 3.5 in, 7200 rpm low profile HDD, driven by a floating point DSP (TMS320C6711) equipped with a 14–b ADC AU: PLEASE DEFINE DSP, ADC, AND DAC, and a 12-b DAC. The only difference between simulation and experiment regarding the system configuration is that we consider the parameter variation of \( K_g \in [0.7, 1.3] \) and \( K_o = 0 \) (mA) since it is not easy to identify such kinds of nonlinearity with experimental setups.

In Figs. 6 and 7, we compared the 500 Hz sinusoidal response and its estimation error for different cases. From C1 to C3 cases, we can see that, with the conventional controller, the estimation error cannot be ignored when the VCM gain is decreased by 30% (C2), while our proposed controller achieved better tracking performance (C3) compared with the conventional one even under such conditions. The estimation error for the C3 case is suppressed to the same level as in the nominal case (C1). Note that each line in Fig. 7 is calculated from the difference between the thin and bold lines in Fig. 6. Moreover, from the C2 and C4 cases, with the I-action-added conventional controller, no remarkable improvement can be observed. It should be pointed out regarding the I-action that we have to consider the following three facts: 1) the uncertainty considered here lies not in \( h \) but in \( \dot{h} \) as described in (5.1); 2) the frequency of uncertainty we dealt with is 500 Hz; 3) the pole of the integral action is set to 100 Hz in order to have reasonable seeking responses and that will be described later. Furthermore, from C5 and C6 cases, we can see there is no detrimental effect in the use of the proposed controller for the nominal and increased-gain cases, and it works well. Note that we have also conducted some experiments for a 5 kHz response and have confirmed that there is no chattering that badly affects the response.

We then conducted an eight tracks seeking experiment on the same HDD. As a reference trajectory, the so-called minimum jerk trajectory is used [23]. Fig. 8 shows the forward and backward seeking responses (five times each) for the conventional and our proposed controllers with \(-30\%\) perturbation in the VCM actuator gain. The proposed method achieves a 1 ms seek time, while the conventional controller takes almost 2.5 ms because of the presence of residual vibrations. Fig. 9 compares the corresponding estimation error. As can be seen from this figure, the estimation error of the proposed control system is much smaller than that of the conventional one, and this results in a decrease of residual vibration. Furthermore, comparing the result for nominal plant shown in Fig. 10, with that of the perturbed plant under our proposed controller, we see that the seeking times are almost the same. It should be note that we have the similar result in terms of improvement when the gain is increased.

VI. SEEK CONTROL OF A DUAL-STAGE HDD

Dual-stage actuated HDDs have a PZT as a fine actuator on the tip of a coarse actuator (VCM) so as to improve the positioning performance, and many control algorithms for this type of HDD have been studied, including [24]–[26] for following and [27]–[29] for seeking control.

In this section, we demonstrate the use of our proposed controller for a track-seeking control of a dual-stage actuated HDD. The specifications of the drive are the same as those shown in
Table I. Fig. 12 depicts the frequency characteristics of the considered PZT actuator. Regarding the compensation for the resonant modes, we implemented a series of two second-order notch filters for the PZT actuator at 6 kHz and 8.2 kHz. Thus, the total order of the controller is 13, including four states for VCM notch filters, four states for PZT notch filters, and five states for the estimator. Fig. 11 depicts the considered control block diagram.

Fig. 7. Comparison of estimation error (exp.).

Fig. 8. Comparison of eight-track seek responses for perturbed plant. Upper two figures depict the case for forward seeking, while lower two figures depict the case for backward seeking. Conventional multirate linear controller cannot compensate for the uncertainty and, thus, we can observe some residual vibration. With proposed controller, settling time is greatly improved.

Fig. 9. Estimation error in Fig. 8. Estimation error of proposed control system is much smaller than that of conventional control system.

Fig. 10. Eight-track seek responses for nominal case. In comparison to Fig. 8, we can see that the settling time of proposed controller is almost the same as the nominal case.

And as a plant for design, we consider the following model for the combined system composed of VCM and PZT actuators

\[
\Phi_m = \begin{bmatrix} 1 & 2.2222e-1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 7.5120e-1 & 0 \\ 0 & 0 & -1.8584e4 & 1.3587e-5 \\ -1.8584e4 & 2.5571e-1 & 0 & 0 \end{bmatrix}
\]

\[
\Gamma_m = \begin{bmatrix} 2.4091e-6 & 0 & 0 & 0 \\ 2.2222e-1 & 0 & 0 & 0 \\ 0 & 5.5089e-9 & 0 & 0 \\ 0 & 0 & 4.1164e-4 & 0 \end{bmatrix} C = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}
\]

\[
x = [x_1, x_2, x_3, x_4]^T
\]

\[
x_r = [x_{r1}, x_{r2}, x_{r3}]^T
\]

where \(x_1, x_2, x_3, x_4\) are respectively the VCM position, the VCM velocity, the PZT position, and the PZT velocity. \(x_{r1}\) and \(x_{r2}\) are respectively the reference trajectory for VCM and PZT, which are respectively designed as follows, based on the technique in [23]:

\[
x_{r1} = 60y_d \left[ \frac{1}{10} \left( \frac{t}{T_i} \right)^5 - \frac{1}{4} \left( \frac{t}{T_i} \right)^4 + \frac{1}{6} \left( \frac{t}{T_i} \right)^3 \right] - x_1
\]

\[
x_{r2} = \beta \left[ 60y_d \left[ \frac{1}{10} \left( \frac{t}{T_i} \right)^5 - \frac{1}{4} \left( \frac{t}{T_i} \right)^4 + \frac{1}{6} \left( \frac{t}{T_i} \right)^3 \right] - x_1 \right]
\]

where \(T_i\) is the target seeking time, \(T_i\) is the target settling time for the VCM, \(y_d\) is the seeking distance, and \(\beta\) is a tuning parameter that is selected by a trial-and-error method.

Regarding the uncertainty, we consider the same type as considered in previous section. Thus, according to Remark 4, we have \(\Theta_B = \Gamma_m C_1\) and \(\Theta_D = \Gamma_m C_2\). And we consider the plant gain perturbation of 30%. The corresponding discontinuous action, thus, can be designed as follows:

\[
u(k,0) = -0.3 u \left[ C_1 \sigma_x(k,0) / \left( C_1 \sigma_x(k,0) + \delta \right) \right]
\]

where \(\delta\) is a design parameter for the saturation function that alleviates control chattering. The matrix \(D\) associated with the structural constraint in (3.3), can be set as 1, as was discussed in Remark 2 in Section III.

Regarding the linear part of the controller, with the selection of the appropriate pole location for each regulator and estimator, we have the gain of \(L_{nx} = [2.4396e-1, 1.5856e3, 1.2779e-2, 2.7201e3]\), \(K = 2.7890e2, G_{10} = [3.7168e1, 4.1126e0, 0, 0, 0], G_{20} = [0, 0, 1.3155e1, 2.0290e-4],\) and \(G = [G_{10}^T G_{20}^T]^T\).
Fig. 11. Block diagram of seeking control of dual-stage actuated HDD. MRVSE stands for the proposed estimator. \( N_{VCM} \) and \( N_{PZT} \) are notch filters for VCM and PZT, respectively. \( V \) is a matrix to distribute \( \dot{x} \) to the VCM and \( C_1 \) is a conversion matrix from \( \dot{x} \) to \( x_1 \). Also RefGen is an operator that maps \( \dot{x}_r \) to \( x_{ref} \) as described in the middle of (4.4).

Fig. 12. Frequency characteristic of PZT. We can see several resonant modes. They are compensated for by a series of two second-order notch filters.

Utilizing the previously mentioned design parameters, we carried out a track seeking control experiment with a dual-stage actuated HDD. Fig. 13 shows a track seeking response with a 30% PZT gain perturbation, driven by a conventional linear controller, while Fig. 14 shows the track seeking response when the system is driven by our proposed method. As can be seen from these figures, the response of the conventional controller takes a longer time to settle than our proposed method, because of the existence of residual vibration.

Fig. 13. Track seeking response with conventional controller for dual-stage actuated HDDs (exp.).

Fig. 14. Track seeking response with proposed controller for dual-stage actuated HDDs (exp.).

VII. CONCLUSION

In this paper, we have proposed a new multirate state estimator. Generally, the discontinuous action present in variable structure control systems may produce unwanted chattering. In order to avoid this problem, we have taken the following measures:

1) the discontinuous action takes place only in the estimator loop, which ameliorates the spill-over problem caused by unmodeled dynamics;
2) the introduction of a multirate system yields both smoother estimation and control action, which ameliorates undesired chattering;
3) the introduction of an integral action into the estimator loop decreases the magnitude of the discontinuous action, which also ameliorates undesired chattering.

We actually derived a multirate estimator that has a proportional, integral, and discontinuous error feedback structure, and have proven its stability. We also discussed how each term in the feedback structure alleviates the detrimental effect of the uncertainty. In addition, simulations were carried out for a single-stage actuated HDD, and it was confirmed that a discontinuous action can compensate for uncertainty in the actuator model. The output-tracking response for a 500 Hz-1track sinusoidal reference input with some uncertainty, driven by our proposed method, achieves almost the same performance as that for a nominal case without friction.

We also conducted a seeking control experiment on a single-stage actuated 3.5 in 7200 rpm low profile drive, and confirmed that the residual vibration caused by plant parameter uncertainty can be alleviated by the discontinuous action. The seeking time for perturbed plant was the same as that for the nominal plant.

Finally, we conducted a seeking experiment on a dual-stage actuated drive, and obtained similar results as for the single-stage actuated drive.

APPENDIX

A. Proof of Lemma 1

From (1.1) and (2.1), the prediction estimation error dynamics can be obtained as follows:

\[
\tilde{e}_z(k + 1) = \Psi_{o1s} \tilde{e}_z(k) + \sum_{j=0}^{r-1} \Phi_{m}^{j} \Psi_{o1s} \frac{w}{O} 
\]

and its characteristic equation for a nominal linear system can be derived as follows:

\[
\det(zI - \Psi_{o1s}) = 0
\]
On the other hand, regarding the dynamics for current estimation error, from (2.1) and the relation $\bar{e} = \hat{e} - \hat{x} + \hat{\hat{x}}$, we have the following relation:

$$\bar{e}(k,0) = X^{-1} \dot{e}(k,0) + X^{-1} \Theta_y \hat{z}(k-1,0)$$

$$\Rightarrow \bar{e}_\nu(k) = \Omega \bar{e}_\nu(k)$$

From previous relations, we have the dynamics for current estimation error

$$\dot{\bar{e}}_\nu(k+1) = \Omega^{-1} \Psi_{\text{obs}} \Omega \bar{e}_\nu(k) + \Omega^{-1} \sum_{j=0}^{n-1} \Phi_m \Pi \mu_j \Theta$$

The characteristic equation for this dynamics is as follows:

$$\det(zI - \Phi_{\text{obs}}) = \det(\Omega^{-1}(zI - \Psi_{\text{obs}})\Omega) = \det(zI - \Phi_{\text{obs}}) = 0$$

Thus, both error dynamics have the same eigenvalues. Furthermore, from the first equation of this proof, the error dynamics of $\bar{e}$ in $\bar{e}_\nu$ has an $I$-action term given by $NZ$, which can handle the $h$ term in $\nu$, and $h$ is cancelled out by letting $\Theta_y = \Phi_m^{-1/2} \Theta_B$. Note that $\Phi_m$ is always nonsingular since $T_m$ is nonzero in (1.2).

**B. Proof of Lemma 2**

The average behavior of the uncertainty can be dealt with if the augmented system is observable. This assures the feasibility of an arbitrary pole placement. It follows that the following pair should be observable:

$$\begin{bmatrix} \Phi_m & N \\ O & I \end{bmatrix} = \begin{bmatrix} C & O \end{bmatrix}$$

This is equivalent to

$$\begin{bmatrix} zI - \Phi_m & -N \\ O & zI - I \end{bmatrix}$$

$$\text{rank} = n + q \quad \forall z \in \mathbb{C}.$$

If there is an invariant zero at $z = 1$, the previous rank becomes strictly less than $n + q$. Also when $p < q$, the row rank becomes $n + p$ at $z = 1$ which is strictly less than $n + q$. Thus, there should be no invariant zero at $z = 1$ and $q \leq p$.

**C. Proof of Theorem 1**

Consider the following coordinate transformation in order to evaluate the integral state $\bar{e}$ at the origin:

$$\bar{e}_\nu(k+1) = \Psi_{\text{obs}} \dot{e}_{\nu}(k) + \Theta_y \delta h(k) + \Theta_\nu \nu(k)$$

Define the Lyapunov function candidate as follows:

$$V_{\text{obs}}(k) = \dot{e}_{\nu}(k) + \dot{e}_{\nu}(k)$$

where $P_2$ is positive–definite. Evaluate the error dynamics equation along its trajectory as follows:

$$V_{\text{obs}}(k+1) - V_{\text{obs}}(k) = \dot{e}_{\nu}(k) + \dot{e}_{\nu}(k)$$

$$\begin{align*}
V_{\text{obs}}(k+1) & = \dot{e}_{\nu}(k) + \dot{e}_{\nu}(k) \\
& = \dot{e}_{\nu}(k) + \dot{e}_{\nu}(k) \\
& = \dot{e}_{\nu}(k) + \dot{e}_{\nu}(k)
\end{align*}$$

Thus, both error dynamics have the same eigenvalues. Furthermore, from the first equation of this proof, the error dynamics of $\bar{e}$ in $\bar{e}_\nu$ has an $I$-action term given by $NZ$, which can handle the $h$ term in $\nu$, and $h$ is cancelled out by letting $\Theta_y = \Phi_m^{-1/2} \Theta_B$. Note that $\Phi_m$ is always nonsingular since $T_m$ is nonzero in (1.2).

**D. Derivation of Error Space and Condition**

Let us consider the special case when the sampling frequency is high enough compared to the uncertainty and the desirable error dynamics $\Psi_{\text{obs}}$. In such a case, the sign of each element of both $\Theta_y \delta h$ and $\Psi_{\text{obs}} \dot{e}_{\nu}$ can be assumed to remain the same for a few samples, since the estimation error $\dot{e}_{\nu}$ caused by the uncertainty $\delta h$ is $\Theta_y \delta h$ as defined in (1.3). It implies $\delta h \dot{e}_{\nu}$, $\Theta_y \delta h$ and $\Psi_{\text{obs}} \dot{e}_{\nu}$, $\Theta_y \delta h \delta h$ and $\Psi_{\text{obs}} \dot{e}_{\nu} \dot{e}_{\nu}$, $\Theta_y \delta h$ are positive definite. The Lyapunov function evaluation in the Appendix becomes $V_{\text{obs}}(k+1) - V_{\text{obs}}(k)$, where $V_{\text{obs}}(k) = \dot{e}_{\nu}(k) + \dot{e}_{\nu}(k)$, and solving it with respect to $\dot{e}_{\nu}(k)$ gives the answer.

Regarding the condition (3.6), first, define positive scalars $a := \| \Psi_{\text{obs}} \Theta_y \delta h \|$, $b := \| \Theta_y \dot{e}_{\nu} \|$, and $c := \lambda_{\min}(Q_2)$. The upper bounds for $\delta h$ and $\dot{e}_{\nu}$ come down to $(a + \sqrt{a^2 + b})/c$ and $2\sqrt{bc}/c$, respectively. Take squares of both terms and subtract each other to have $(2a^2 - 3bc + 2\sqrt{a^2 + b^2})/c$. Concerning condition can be given by solving it such that this terms is positive.

**E. Proof of Lemma 4**

First, let us rewrite the constraint (3.3) as follows:

$$DC_z = \Theta_z T P_2 \Psi_{\text{obs}}$$

Note that $P_2$ is symmetric. Then, define the following matrices, $\Theta_z \in \mathbb{R}^{m \times (n+i)}$ and $\Theta_z \in \mathbb{R}^{m \times (n+i)}$ such that

$$T \Theta_z = \begin{bmatrix} I \\ 0 \end{bmatrix}, T := \begin{bmatrix} \Theta_z' \end{bmatrix}.$$
Define \( \tilde{P}_z \) such that \( P_z = T^T \tilde{P}_z T \), and we have
\[
DC_z = \Theta_z T^T \tilde{P}_z T \Psi_{ols} \\
\Rightarrow DC_z \Psi_{ols}^{-1} T^{-1} = [I \ 0] \tilde{P}_z.
\]

Define the following subcomponents:
\[
\tilde{P}_z = \begin{bmatrix} P_{11} & P_{12} \\ P_{12}^T & P_{22} \end{bmatrix}, \quad P_{11} \in \mathbb{R}^{p \times q}, \quad P_{22} \in \mathbb{R}^{n \times n},
\]
\[
C_z \Psi_{ols}^{-1} T^{-1} = \begin{bmatrix} C_1 & C_2 \end{bmatrix}, \quad C_1 \in \mathbb{R}^{p \times q}, \quad C_2 \in \mathbb{R}^{p \times n}.
\]

Then the evaluation follows:
\[
DC_z \Psi_{ols}^{-1} T^{-1} = [I \ 0] \tilde{P}_z \\
\Rightarrow [DC_1 \ DC_2] = [P_{11} \ P_{12}].
\]
Since \( P_{11} \) is a symmetric matrix, \( DC_1 \) is also symmetric. Thus, \( D \) can be parameterized as follows with a symmetric matrix \( \Lambda \in \mathbb{R}^{p \times p} \):
\[
D = C^T \Lambda \Rightarrow P_{11} = DC_1 = C_1^T \Lambda C_1, \quad P_{12} = DC_2 = C_1^T \Lambda C_2
\]

Then, we have
\[
P_z = T^T \tilde{P}_z T = T^T \begin{bmatrix} C_1^T \Lambda C_1 & C_1^T \Lambda C_2 \\ C_2^T \Lambda C_1 & C_2^T \Lambda C_2 \end{bmatrix} T.
\]

Thus, \( P_z \) can be parameterized as follows:
\[
P_z = \Psi_{ols}^{-1} C_1^T \Lambda C_1 \Psi_{ols}^{-1} + \Theta \Lambda \Theta^T
\]
where \( \Theta \in \mathbb{R}^{n \times n} \) is a symmetric matrix. Substituting the previous equation for (3.4) gives the answer.

**F. Proof of Theorem 2**

The system can be transformed into a canonical form using the following coordinate transformation matrix:
\[
T := \begin{bmatrix} I_{n-m} & O_{(n-m) \times m} \\ G_1 & G_2 \end{bmatrix}
\]
where \( I \) denotes the identity matrix, and \( G := [G_1 \ G_2] \). Note that the system is pretransformed into the controllable canonical form before applying \( T \) such that the system and control distribution matrix have the form
\[
\Phi_{eq} := \begin{bmatrix} \Phi_{11} & \Phi_{12} \\ \Phi_{21} & \Phi_{22} \end{bmatrix}, \quad \Gamma := \begin{bmatrix} O \\ \Gamma_2 \end{bmatrix}.
\]

Then, \( \Phi_{eq} \) can be transformed into
\[
T \Phi_{eq} T^{-1} = \begin{bmatrix} \Phi_{11} - \Phi_{12} G_2^{-1} G_1 \quad \Phi_{12} G_2^{-1} \\ O \end{bmatrix}.
\]

The eigenvalues of an equivalent system matrix consist of that of \( \Phi_{11} - \Phi_{12} G_2^{-1} G_1 \) which is designed to be stable by the hyperplane matrix \( G \), and \( \alpha \) of which each element is less than one. Therefore, the equivalent system is stable for \( 0 \leq \alpha_j < 1 \), and \( G \) and \( \alpha \) can be designed separately.
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