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Abstract—This paper is concerned with the application of $H_\infty$ control with generalized hold function (GHF) to track following control of Hard Disk Drives (HDDs). In HDDs, the sampling frequency is limited primarily by the fact that a high sampling frequency tends to decrease the available data storage capacity of the devices, since the position error signal (PES) must be stored on the disk. Under such conditions, multi-rate control techniques have been widely used so as to obtain better tracking performance. A GHF provides another way to enhance servo performance without requiring more PES data. In this paper, we investigate the possibility of enhancing the performance of the control system using a GHF comparing the results with other conventional $H_\infty$ control design results, including continuous/discrete-time and single/multi-rate control. Our results show that this controller has better performance due to the nature of the control input of the GHF.
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I. INTRODUCTION

Many algorithms have been proposed so far for head positioning control of Hard Disk Drives (HDDs) in order to meet the tracking requirement that are necessary to achieve their ever-increasing track density requirements. Utilization of the $H_\infty$ control design method is one possible way of enhancing the performance and robustness of HDD servo systems. This is because it can explicitly specify closed-loop specifications and systematically treat the trade-off between control performance and robust stability. An early attempt can be found in [1], which was based on a simple continuous-time mixed sensitivity problem. Since then, much research has focused on the $H_\infty$ control design framework, including $\mu$-analysis, sampled-data $H_\infty$, and LMI-based multi-objective control design techniques.

In any of these design method, we have to take several basic restrictions into consideration in order to achieve the best performance. Among them, the effect of sample and hold function is one critical issue, which is generally assumed to be a zero-order hold. In a continuous-time $H_\infty$ design, this effect can be handled by modeling the controlled plant with corresponding time delay, i.e. $T_s/2$. However, the effect of the jump in the measurement cannot be dealt with, which induces a small step response at every sampling time. In a discrete-time $H_\infty$ design, although this effect can be dealt with, there is no way to handle the inter-sample behavior. Sampled-data $H_\infty$ design [2] provides a possible way to handle both of these effects and some researchers [3] have been trying to take advantage of this feature for HDDs.

From a different point of view, the so-called multi-rate technique has been successfully developed and widely used in industry. By multi-rate, we mean that, if the measurement sampling frequency is limited due to some condition, then, by using a higher control input update frequency, we can get wider control bandwidth. Multi-rate control itself was developed since the late 1950’s, and an early application attempt to HDDs can be found in [4]. It proposed a way to design a multi-rate state estimator that is driven several times faster than measurement sampling rate and yields open-loop estimation of inter-sample state so that the resulting control input becomes smoother. Hara and Tomizuka [5] extended their idea in order to achieve better estimation.

Recently, much effort has concentrated on the development of multi-rate control techniques based on the $H_\infty$ control design framework, which include the discrete-time lifting technique-based [6] multi-rate $H_\infty$ control [9], the zero-interpolator-based multi-rate $H_\infty$ control [10], sampled-data multi-rate $H_\infty$ control [7] for the dual-stage actuated HDDs [8], and frequency dividing technique-based multi-rate $H_\infty$ control [11]. However, all the above design methods still assumed a zero-order hold as the hold function.

In this paper, we investigate the possibility of obtaining better performance by introducing a generalized hold function (GHF) in $H_\infty$ control proposed by [12], which never assumes a zero-order hold. The GHF can yield continuous-time control input which jumps at measurement sampling instant. This controller is derived so as to satisfy a given $H_\infty$ performance requirement, which is defined in terms of continuous-time domain. Thus, inter-sample behavior can be taken into consideration in a similar manner as in the sampled-data $H_\infty$ control problem.

We first elaborate on how to obtain the controller. Then, a design example will be demonstrated in such a way that we can compare our results with those obtained by several other methods, including continuous/discrete-time single/multi-rate $H_\infty$ controllers.
II. $\mathcal{H}_\infty$ Controller with Generalized Hold Function

In this paper, we consider the linear system of the form

$$\dot{x}(t) = Ax(t) + Bu(t) + Eu(t)$$

where $x \in \mathbb{R}^n$ is the state of the system, $y \in \mathbb{R}^r$ is the sampled discrete-time measurement, $u \in \mathbb{R}^m$ is the control input, $w \in \mathbb{R}^m$ is the external disturbance, $v \in \mathbb{R}^p$ is the discrete-time measurement noise, $h$ is the sampling time, $i$ is the natural number. Also the following standard assumptions are made:

A1) The discrete-time system $(e^{Ah}, \hat{B}, H)$ is stabilizable and detectable.

A2) The continuous-time system $(A, E, C)$ is stabilizable and detectable.

A3) $D'F = [0 \ 1]$ where $\hat{B}$ is defined as follows

$$\hat{B} := \left( \int_0^h e^{Ah}BB'e^{A't}dt \right)^{1/2}$$

Throughout this paper, $\| \cdot \|$ denotes the Euclidian norm of a vector, $\rho$ denotes the spectral radius of a square matrix, and all the matrices are assumed to have compatible dimension.

The controller that we are dealing with can be obtained based on the results of [12] as follows.

**Theorem 1 ([12]):** Consider the system described by Eq. (1). Let $\gamma > 0$ be given. Suppose that assumptions A1)-A3) hold. Define the following performance measure.

$$J_0(K) := \sup \left\{ \frac{\|z\|^2}{\|w\|^2 + \|v\|^2} \right\}^{1/2}$$

Then there exists an internally stabilizing controller such that $J_0(K) < \gamma$ if and only if the following conditions hold:

1) There exists a unique real symmetric matrix $P$ which satisfies the following continuous-time Riccati equation.

$$A'P + PA + C'C + P(\gamma^{-2}BB' - EE')P = 0$$

such that $A + (\gamma^{-2}BB' - EE')P$ has all the eigenvalues inside the open left-half plane, and $P \geq 0$.

2) Define

$$\Pi(t) := \begin{pmatrix} \Pi_{11}(t) & \Pi_{12}(t) \\ \Pi_{21}(t) & \Pi_{22}(t) \end{pmatrix}$$

$$= \exp \left\{ \begin{pmatrix} (A + \gamma^{-2}BB'P)^{t} & \gamma^{-2}PEE'P \\ -BB' & -(A + \gamma^{-2}BB'P) \end{pmatrix} \right\}$$

There exists a real symmetric matrix $Q \geq 0$ satisfying

$$\Pi_{21}(h) + \Pi_{22}(h)Q = Q(I + H'HQ)^{-1}(\Pi_{11}(h) + \Pi_{12}(h)Q)$$

such that $(I + H'HQ)^{-1}(\Pi_{11}(h) + \Pi_{12}(h)Q)$ has all its eigenvalues inside the open unit disk, and $\Pi_{11}(t) + \Pi_{12}(t)Q$ is nonsingular for all $t \in [0, h]$. Moreover, if such $P, Q$ exist, then the corresponding controller $K_PQ$ of the form

$$\dot{x}(ih) = (I + QH'P)^{-1} \left( e^{(A+\gamma^{-2}BB'P-EE')P}\tilde{x}((i-1)h) + QH'y(ih) \right),$$

$$\tilde{x}(0) = 0,$$

$$u(t) = -E'P \left( e^{(A+\gamma^{-2}BB'P-EE')P}(t-ih)\tilde{x}(ih) \right),$$

is an internally stabilizing controller and achieves $J_0(K_PQ) < \gamma$.

Above theorem states that solving two Riccati equation via $\gamma$ iteration yields a $\mathcal{H}_\infty$ controller with a GHF. The continuous-time Riccati equation Eq. (4) is of a standard form, while the discrete-time Riccati equation Eq. (6) is not. However, as [12] pointed out, it is easy to solve this equation by thinking of the following equivalent form

$$\Pi(h) \begin{pmatrix} I \\ Q \end{pmatrix} = L \begin{pmatrix} I \\ Q \end{pmatrix} S_Q$$

where

$$L := \begin{pmatrix} I & H'H \\ 0 & I \end{pmatrix}$$

and $S_Q$ has all its eigenvalues inside the open unit disk. Notice that Eq. (8) can be translated to a standard eigenvalue problem of $L^{-1}\Pi(h)$ on the ground that $L$ is always nonsingular.

Using the aforementioned techniques, we can calculate the controller. However, this form has a complexity when making a direct comparison with other controllers in terms of frequency characteristics, since the $\mathcal{H}_\infty$ generalized hold controller is a hybrid system of continuous-time and discrete-time signals. Here, for convenience, a method of calculating the open-loop frequency characteristics is proposed by showing a transfer function of discrete-time equivalent of open-loop system for GHF. First, re-define the controller in Eq. (7).

$$\dot{x}(ih) = A_{c}\tilde{x}((i-1)h) + B_{c}y(ih)$$

$$u(t) = C_{c}e^{D_{c}(t-ih)}\tilde{x}(ih)$$

Then, the nominal controlled plant can be written as follows.

$$\dot{x}(t) = Ax(t) + Eu(t)$$

$$y(t) = Hx(t)$$

Moreover, $u(t)$ in Eq. (10) can be represented as a solution to the following differential equation.

$$\dot{x}_k(t) = D_{c}x_k(t)$$

$$u(t) = C_{c}x_k(t)$$

$$t \in [ih, (i+1)h], \quad x_k(ih) = \tilde{x}(ih)$$

From Eq. (13) and Eq. (12), we have the following augmented system for $t \in [ih, (i+1)h], \quad x_k(ih) = \tilde{x}(ih)$. 

By taking an integral of Eq. (14) for \( t \in [ih, (i+1)h] \), we have

\[
x((i+1)h) = x(ih) + \int_{ih}^{(i+1)h} (A e^{Ah} x(s) + B e^{Ah} u(s)) ds
\]

It follows that

\[
x((i+1)h) = e^{Ah} x(ih) + M \dot{x}(ih)
\]

where \( M := \begin{bmatrix} A & 0 \\ 0 & D \end{bmatrix} \) and \( \beta \) are all scalar constant, \( M \) is a frequency weighting function, and \( y \) is a discrete-time signal while \( u \) is a continuous-time signal.

III. DESIGN OF TRACK FOLLOWING CONTROLLERS WITH A GENERALIZED HOLD FUNCTION

In this section, a practical design methodology for track-following controllers with GHF for Hard Disk Drives is discussed.

Let us first review assumptions A1)-A3) that were initially introduced by [12] for simplicity. These assumptions actually impose some restrictions on the construction of generalized plant. For example, so-called mixed sensitivity problem with frequency dependent weighting functions violates the assumption A3). As [12] pointed out, these assumptions can be relaxed to general case in the same manner as the standard \( H_\infty \) control problem. However, generalization of theory is not our purpose. Hence, we consider the generalized plant and weighting functions which achieve a satisfactory good performance from the practical point of view within these assumptions. One way to satisfy these conditions for our purpose, which is the control design of single-input and single-output system HDDs, can be obtained by using the generalized plant shown in Fig. 1.

In this figure, \( \alpha, \beta, \) and \( \eta \) are all strictly positive real scalar, and \( W \) is a frequency weighting function to the sensitivity function, which should be selected as a strictly proper stable transfer function to satisfy assumptions A1) and A3).

Regarding the controlled plant, \( \mathcal{P} \), first, we have identified the plant model by using about ten, 33k-TPI, 7200rpm commercial drives, of which the sampling frequency is 10kHz. The identified model is shown in Fig. 2 as a thin solid line labeled as "Actual Model". Regarding mechanical resonance modes, from the assumption A1)-A3), it is difficult to treat the robust problem for them appropriately in H-inf framework. Thus, two resonance modes at a frequency of 5.2kHz and 6.2kHz, which

\[
\begin{bmatrix}
  x(t) \\
  \dot{x}(t)
\end{bmatrix} = \begin{bmatrix} A & EC_c \\ 0 & D_c \end{bmatrix} \begin{bmatrix} x(t) \\
  \dot{x}(t) \end{bmatrix}
\]

(14)

By augmenting the system of Eq. (16) along with Eq. (10), we have the following discrete equivalent of open-loop system.

\[
\mathcal{P} \mathcal{K}_{PQ} = \begin{bmatrix} e^{Ah} M & MB_c \\ 0 & A_c \\ H & 0 \end{bmatrix}
\]

(17)

where \( \mathcal{P} \) is a controlled plant.
are usually called butterfly modes, are respectively compensated for by a second order notch filter, whose parameters are the same as those used in commercial drives. This notch-compensated model is also shown in the same figure as a dotted line labeled as "Model for Sim". Literally, this model will be used for simulation. For design purposes, we use the following fourth order model with some time-delay that is realized by the Padé approximation.

\[
P = \frac{-3 \times 10^7}{s^2 + 2 \times 10^{-1} + 3 \times 10^{-4} s + 1} \cdot \frac{s^2 - 2.4 \times 10^5 s + 9.2 \times 10^6}{s^2 + 2 \times 4 \times 10^4 s + 1.92 \times 10^6} \quad (18)
\]

The first term in right hand side of this equation stands for a resonant mode at 100Hz with damping factor of 0.2, which is usually called rigid body mode. The last term stands for the Padé approximation for a time delay of 25μs. The frequency response of this model is also depicted in the same figure.

Regarding the frequency weighting function \( W \) for shaping the sensitivity function, we have selected the following second order filter after several trial-and-errors.

\[
W = \frac{9.219 \times 10^{-4} s + 1}{6.959 \times 10^{-3} s + 1} \cdot \frac{0.1737}{3.979 \times 10^{-5} s + 1} \kappa, \quad (19)
\]

where \( \kappa \) is a scalar constant which will be described later. The first term in the right hand side of the above equation is that of a phase-lag filter with center frequency of 62.8Hz and phase-lag of 50deg, and it is introduced to attenuate low frequency disturbances, which are primarily caused by air flow through disk rotation. The second term in Eq. (19) is that of a low pass filter, whose cutoff frequency is 4kHz, and is introduced so that the transfer function be strictly proper and the peak gain of the resulting sensitivity function be specified. Moreover, \( W \) is scaled so that open-loop system's gain crossover frequency be around 1kHz. The frequency response of \( W \) is depicted in Fig.3. Notice that the actual specification of the sensitivity function becomes \( \beta W \), as can be seen from Fig. 1.

Regarding the scalar constant that represents the magnitude of measurement noise \( \eta \) in Fig. 1, Sun assumed in his paper that \( \eta = 1 \). However, by multiplying the output equation in Eq. (1) by \( 1/\eta \), this problem with \( \eta \neq 1 \) easily comes down to that with \( \eta = 1 \). We have selected \( \eta = 0.01 \) for a practical design. Regarding the other two constants, \( \alpha \) and \( \beta \), they were respectively set to 0.333 and 0.173, after several trial-and-error.

Using the above generalized plant, a controller with \( \gamma = 0.995 \) was obtained. Followings are the two solutions to the Riccati equations, \( P, Q \).

\[
P \times 10^4 =
\begin{bmatrix}
564.967 & -1.69827 & -0.48155 & 259.883 & 24.0617 \\
508.863 & -1.00370 & -0.45519 & 206.153 & 27.2183 \\
-1.69827 & -1.00370 & 0.00240 & -1.08085 & -2.10062 \\
-0.48155 & -0.45519 & 0.00240 & 0.00185 & -0.00376 \\
259.883 & 206.153 & 0.00185 & 0.095118 & 0.03759 \\
24.0617 & 27.2183 & 0.03759 & 0.00376 & 0.00376 \\
\end{bmatrix}
\]

\[
Q \times 10^4 =
\begin{bmatrix}
16572.93 & -1543.87 & -1.72817 & 4.02007 & -9.4502 & 23.6876 \\
-1543.87 & -1426.61 & -1.72817 & -3.01126 & 82.5538 & -2.10062 \\
-1.72817 & -1.72817 & 1.90687 & -0.00145 & -0.63131 & -0.00063 \\
4.02007 & -3.01126 & 0.01185 & 0.17510 & 0.15682 & 0.000033 \\
-9.4502 & 82.5538 & 0.15682 & 667.729 & -16.5555 \\
23.6876 & -2.10062 & -0.00063 & 0.000033 & -16.5555 & 42.2407 \\
\end{bmatrix}
\]

Now, we can compute every parameter in Eq. (7). Let us take a look again at the controller with GHF. The controller contains a linear time-invariant discrete-time system with state variable \( \hat{x} \), and a linear time-varying continuous-time feedback gain, which is nothing but the representation of GHF and is of most interest. This time-varying feedback gain, which is often referred to as an output distribution function of the controller, or simply the \( C \) matrix, is a periodic function of time for every sampling period, as shown in Fig. 4.

Since the output of controller is a product of this time-varying vector and a constant state variable, it becomes a continuous function during the inter-sample period. It should be pointed out that, although the time-varying vector looks quite smooth in our design case, it does not necessarily mean that it cannot yield oscillatory behavior of control input since the term in the exponential in Eq. (7) may have complex eigenvalues.

By taking advantage of this nature of the GHF, we can use a wider frequency range for the control input. This can be translated as a recovery of phase, and it leads to a reduction in the peak gain of the sensitivity function. In other words, it constitutes an additional design degree of freedom which improves performance, in the similar manner as does the multirate design framework. Notice that inter-sample continuity of the control input does not at all imply the continuity over consecutive sampling periods since we have jumps of measurements at every sampling period.

We will evaluate the performance of this controller and compare it with controllers designed by other methods.

**IV. COMPARATIVE STUDY ON THE TRACKING PERFORMANCE**

In this section, the tracking performance of the \( H_\infty \) controller with GHF that was designed in the previous section is evaluated by comparing it with the other design methods. The following six cases are considered.

C1) Continuous-time \( H_\infty \) controller.
C2) Discretized continuous-time \( H_\infty \) controller without considering the time delay caused by zero-order hold effect.
C3) Discretized continuous-time \( H_\infty \) controller with considering the corresponding time delay caused by zero-order hold effect.
C4) Discrete-time $H_\infty$ controller.
C5) 3xMulti-rate $H_\infty$ controller designed by the discrete-time lifting technique and discrete-time $H_\infty$ control method.
C6) $H_\infty$ controller with the GHF proposed in this paper.

C1) will be considered to be the "ideal case" where there is no sampler and holder in the simulator and a continuous-time PES measurement is assumed to be available. Thus, its corresponding tracking performance can be thought of as a best achievable performance. Three cases from C2) to C4) are all single-rate design examples, and C5) and C6) utilize the inter-sample control input to improve performance.

In all of the above cases, an accurate enough simulator, which will be described later in detail, is used to evaluate tracking performance. In cases C4) and C5), the weighting function $W$ in Eq. (19) is discretized by the standard bilinear transformation while plant model $P$ is discretized by zero-order hold method. In the multi-rate design case of C5), inter-sample behavior of control input is evaluated ten times weaker than that at measurement sampling instants. Note that in each design procedure, no parameter-tune-up is made except for $\kappa$, in order to compare the results evenly. Notice that this also means that all the design setting including weighting function made in the previous section are not best for all the cases. The choice of $\kappa$ for each design will be described later.

To evaluate tracking performance, we use an accurate enough simulator, which was developed on a commercial software for control system design, and it has been correlated to the response of actual drives so that it has an accuracy within 1% in terms of average track misregistration (TMR), or tracking error, for about ten drives when the precise disturbance model of an actual HDDs is used. A similar detailed HDDs model can be found in [13].

In this simulator, two kinds of disturbance model are considered.

D1) White disturbance to be added to the control input.
D2) Precise disturbance models in actual HDDs, to be added at appropriate points.

Case D1) is considered in order to compare the performance of controllers impartially. The realistic disturbances in D2) sometimes makes it difficult to compare the results because these disturbances tend to contain much complicated color. The white disturbance in D1) corresponds to what is called in the industry as windage disturbance. This disturbance is caused by internal air flow induced by disk rotation, and its spectrum is almost white in acceleration order. On the other hand, case D2) is used to evaluate the overall performance of a drive when realistic disturbances are injected. This disturbance model is actually estimated from the average of about ten drives by measuring the position error signal (PES). Then, by subtracting the sensitivity function of what is used when PES is measured, and also by considering the zero-order hold effect, the precise disturbance model is estimated. Notice that, these disturbances vary among different manufacturers and drive models. Fig. 5 shows the estimated disturbance model. After obtaining this model, it is divided into several components that are basically categorized by its cause, e.g. windage, disk flutter, decode noise, etc. Each component is injected to the corresponding appropriate point in the simulator in order to have an accurate estimation of the TMR.

Moreover, the sensitivity function of the closed-loop system is estimated in this simulator by using the following technique. First, we add some band limited white noise at the control input, then we store the time-domain signals of the added noise itself and the sum of the noise and control input. Then, by taking the cross spectrum of these two signal over the power spectrum of noise signal, we can estimate the sensitivity function [14]. Notice that, in this paper, all the open-loop gain crossover frequencies, gain margins, and phase margins are estimated using this method.

### A. TMR & Frequency-Domain Analysis when $\kappa = 1$

TMR and frequency characteristics are analyzed here for the case when $\kappa$ defined in Eq. (19) is set to $\kappa = 1$. This implies that the same weighting function including a couple of scalar constants is used for all the control cases except for C5) as we have mentioned at the beginning of this section. The results are summarized in Table I. In this table, each column has the following meaning. $\kappa$:Controller, D1)TMR;6rms standard deviation of the PES for the analysis case D1), D2)TMR;6rms standard deviation of PES for the analysis case D2), Bw;Open-loop gain crossover frequency, Gm;Gain margin, Pm;Phase margin. Note that $\kappa$ for case C3) is not applicable since this controller is obtained by just discretizing the controller in case C2).

First, it is easy to see from the result of C2)-C3) that the simple continuous-time design without considering any effect of zero-order hold does not meet our requirement since the phase margin is too small, however, if we consider the corresponding time delay by using Padè approximation, the result becomes quite similar to that of discrete-time design. Thus, from here on, we will not consider the C2)-C3) cases.

### TABLE I

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>D1)TMR</th>
<th>D2)TMR</th>
<th>$\gamma$</th>
<th>Bw(Hz)</th>
<th>Gm(dB)</th>
<th>Pm(deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1)</td>
<td>0.1347</td>
<td>0.0603</td>
<td>0.673</td>
<td>754</td>
<td>10.1</td>
<td>36.6</td>
</tr>
<tr>
<td>C2)</td>
<td>0.1622</td>
<td>0.0764</td>
<td>0.763</td>
<td>768</td>
<td>5.2</td>
<td>23.0</td>
</tr>
<tr>
<td>C3)</td>
<td>0.1615</td>
<td>0.0690</td>
<td>N/A</td>
<td>718</td>
<td>6.7</td>
<td>31.6</td>
</tr>
<tr>
<td>C4)</td>
<td>0.1651</td>
<td>0.0701</td>
<td>0.773</td>
<td>704</td>
<td>6.8</td>
<td>31.1</td>
</tr>
<tr>
<td>C5)</td>
<td>0.1801</td>
<td>0.0793</td>
<td>0.214</td>
<td>684</td>
<td>6.3</td>
<td>27.1</td>
</tr>
<tr>
<td>C6)</td>
<td>0.1257</td>
<td>0.0624</td>
<td>0.994</td>
<td>830</td>
<td>6.2</td>
<td>36.6</td>
</tr>
</tbody>
</table>
Secondly, the best TMR for both the D1) and D2) analysis cases is obtained by GHF driven $H_{\infty}$ controller, i.e., C6), and its open-loop characteristics in terms of gain margin and phase margin are both within a satisfactory range. However, its achieved $\gamma$ is a little bit higher than in other cases. This implies this method tends to yield rather conservative controller since it evaluates the inter-sample behavior in continuous-time signal sense. On the other hands, C5) has a little bit lower achieved $\gamma$. One may think of this as being contradiction since C5) also can be thought that it evaluates the inter-sample behavior approximately in a discrete-time signal sense. However, we have used a slightly different weighting in the generalized plant for multi-rate design case. Thus, it is difficult to make a direct comparison between C5) and the other cases in terms of $\gamma$. In order to make a comparative study, we need to adjust the weighting so that every $\gamma$ be at the same level, and we will discuss this procedure in the following subsection.

### B. TMR & Frequency-Domain Analysis on the basis of $\gamma = 1$

In order to gain a further insight into the comparative performance of each controller, a simple modification to each weighting function was used so that each result can be comparable to each other. The strategy is as follows: find maximum $\kappa$ that satisfies $\gamma \leq 1$ for each control design, where $\kappa$ is the constant gain of $W$, as described in Eq. (19). A standard bisection method was used to find the $\kappa$ for each controller and the results are summarized in TABLE II.

Now all results are comparable with each other since we have $\gamma = 1$ for all the cases. Except for the ideal case C1), the best positioning accuracy in terms of TMR is still obtained by C6) in both cases of D1) and D2), and the percentage improvement of TMR when compared to the single-rate case C4) is around 10%. Furthermore, the controller C6) still has a performance advantage over the multi-rate controller C5). It can also be seen that $G_m$, $P_m$, and $B_w$ in this table for both C5) and C6) are similar. In order to check the difference, open-loop frequency responses for all the cases but C2) and C3) are depicted in Fig. 6. Notice that, for controller C6), technique described in Eq. (17) was used.

First, as we have seen in TABLE II, both of C5) and C6) have higher bandwidth and higher phase recovery when compared to the single-rate design case of C4). Which results in gaining lower sensitivity peak gain at around the gain crossover frequency ($\approx 800$Hz). This is why C5) and C6) have better performance than all single-rate design cases, and is made possible by taking advantage of inter-sample design degree of freedom with respect to the control input.

Secondly, we can see from Fig.6 that C5) and C6) have quite similar open-loop frequency characteristics. In order to compare them further, their sensitivity functions are estimated as shown in Fig.7, by using the technique described at the beginning of this section, which implies the best estimate of actual sensitivity function. The corresponding power spectrum of the PES for both of the C5) and C6) cases are depicted in Fig.8. From these figures, we cannot yet observe distinctive difference. In the following subsection, we will compare these controllers in the time-domain.

### C. Time-Domain Analysis

Fig.9 compares the time-response of the head position (upper) and control input (lower) for the different controllers C4), C5), and C6), during the track following operation, where the D2) disturbance model was used. Now, we can see that, although the open-loop characteristics of C5) and C6) are similar, the inter-sample behavior of their control input is quite different. Note that the behavior of head position remains similar, although there is a slight phase delay in C5) when compared to that in C6). This can be interpreted as the reason why we have not observed a distinctive difference in frequency-domain analysis.

The control input in C6) tends to rise abruptly at the measurement, and then tends to decrease exponentially during the sample period. On the other hand, the control input in C5)
tends to rise slowly at the measurement, and then abruptly tries to compensate for the delay. Fig. 10 depicts the power spectrum of the control input during track-following for these cases. Now the difference is clear. Up to the Nyquist frequency, there is no difference between C5) and C6). However, at the frequency region where the power usually drops because of the effect of zero-order hold as can be seen in the single-rate design in C4), the case C5) still keeps its power, while that of C6) has dropped more than that of C5). This is one way to understand why C5) requires more energy to obtain the same position accuracy as C6). Note that the power consumption can be reduced by 12% if we use C6) instead of C5) as we can see from the summary in TABLE III.

Next, let us look at the comparison of step response that is depicted in Fig. 11, where the head position (upper) and control input (upper) are shown. First, we can see that both C5) and C6) have a much faster response as compared to C4). However, C5) requires almost double the control input. In addition, the overshoot in C5) is almost the same as C4) while that of C6) is reduced by 10%.

D. Implementation on a DSP

We have demonstrated several advantages of using a $\mathcal{H}_\infty$ controller with GHF. This controller can actually be implemented as an analogue circuit. However, an analog implementation is not so attractive from the cost effectiveness point of view. Thus, it is desirable to implement this controller on a DSP as a digital controller, and it is actually feasible by simply using some fast hold function so as to thin out the time-varying vector in Fig. 4. It should be pointed out that this scheme does not guarantee $J_\infty < \gamma$ unless the substituted hold function is a good enough representing of the GHF. TABLE IV shows the effect of using a fast zero-order hold function, which has

TABLE III
SUMMARY OF POWER CONSUMPTION (NON-DIMENSIONAL UNIT).

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Consumption</td>
<td>0.838</td>
<td>1.01</td>
<td>0.90</td>
<td>0.85</td>
<td>1.72</td>
<td>1.51</td>
</tr>
</tbody>
</table>
the same structure as we usually use for standard multi-rate controller. Note that MRR stands for multi-rate ratio, and the case MRR=∞ is the original GHF result.

We can see from this table that we can use fast zero-order hold without considerable performance deterioration even for the case when MRR=2, whose TMR result is still better than that for the case C5) with MRR=3. This shows that this method can be thought of as a feasible way to implement the GHF on a DSP. Notice that these results are reasonably reliable since the structure of controller is the same as the conventional multi-rate controller, on which we base the simulation accuracy.

V. CONCLUSION

We have investigated the possible performance enhancements for track following control of HDDs that can be attained with a $H_\infty$ controller with a GHF by conducting several precise simulations, and have compared the results with other design results, including continuous/discrete-time single/multi-rate $H_\infty$ control. Our results show that the proposed controller has better performance when compared to conventional $H_\infty$-based controllers. We have also confirmed that the time-response of the control input is much different to the others, and less control input is required to maintain a level of performance that is comparable to the multi-rate design case. This leads to lower power consumption. We have also confirmed that, due to this nature of the control input, step response can be improved.
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